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Understanding the behaviours of free-ranging animals over biologically meaningful time scales (e.g., diel, tidal,
lunar, seasonal, annual) gives unique insight into their ecology. Bio-logging tools such as accelerometers allow
the remote study of elusive or inaccessible animals by recording high resolution movement data. Machine
learning (ML) is becoming a common tool for automatic classification of behaviours from these types of large
data sets. These classifiers often perform best using high sampling frequencies; however, these frequencies also
limit archival device recording duration through elevated battery and memory use. In this study we assess the
effect of sampling frequency on a ML algorithm's ability to correctly classify behaviours from accelerometer data
and present a framework for programming bio-logging devices that maintains classifier performance while
optimizing data collection duration. Accelerometer data (30 Hz) were collected from juvenile lemon sharks
(Negaprion brevirostris) during semi-captive trials at Bimini, Bahamas, and were ground-truthed to a discrete
catalogue of behaviours through direct observation of sharks during trials. The ground-truthed data were re-
sampled to a range of sampling frequencies (30, 15, 10, 5, 3 and 1 Hz) and behaviours (swim, rest, burst, chafe,
headshake) were classified using a random forest ML algorithm. We demonstrate that as sampling frequency
decreases, classifier performance decreases. Best overall classification was achieved at 30 Hz (F-score > 0.790),
although 5 Hz was appropriate for classification of swim and rest (F-score > 0.964). For fine-scale behaviours
characterised by faster kinematics (headshake, burst and chafe), classification performance was lower across the
entire range of sampling frequencies (0.535-0.846, 1-30 Hz), though did not decrease significantly until sam-
pling frequency was < 5Hz. We discuss the effects of signal aliasing and recommend that for best classification
of fine-scale behaviours, frequencies > 5Hz are required. However, when seeking to maximise the available
device memory and battery capacity and therefore extend deployment duration, 5 Hz is an appropriate sampling
frequency for classifying behaviours in similar-sized animals.

1. Introduction attempted (Hays et al., 2016). It is particularly difficult to obtain con-

tinuous direct observations of aquatic, highly mobile, migratory, or

Behavioural studies provide great insight into an animal's ecology;
knowledge of what, where and how animals are behaving sheds light on
migration patterns, foraging, and reproductive strategies (Hays et al.,
2016). As such, understanding an animal's behavioural response to in-
ternal and external factors contributes to informing conservation issues
(e.g., the consequences of environmental change and reserve or policy
planning) (Sutherland, 1998; Cooke, 2008; Abrahms et al., 2016).
However, studying the behaviour of cryptic free-ranging animals in
their natural environment is often challenging and therefore rarely

nocturnal species, especially when the presence of a human observer
may inadvertently alter natural behaviour (Gleiss et al., 2009a; Brown
et al., 2013; Wilson et al., 2006; Hammond et al., 2016). Recent ad-
vances in bio-logging technologies present a number of tools well suited
for remotely observing wild animal behaviour, physiology, movements,
and their surrounding environments, recorded via an electronic, an-
imal-borne logger (Rutz and Hays, 2009; Wilmers et al., 2015).
Accelerometers are prominent and emerging bio-logging sensors
used in behavioural studies. Since particular postures or body
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movements correspond to distinct behaviours, the measurement of
high-resolution acceleration data enables remote study of behaviour in
unprecedented detail (Wilson et al., 2006; Shepard et al., 2008b;
Sakamoto et al., 2009; Payne et al., 2014). Sampling acceleration
continuously in all three axes is considered most favourable for char-
acterising animal behaviours that occur in three dimensions, with
higher sampling frequencies assumed to improve determination of be-
haviours (Nathan et al., 2012; Brown et al., 2013). In general, signal
processing theory dictates that accelerometers should be programmed
with a sampling frequency at least twice that of the minimum frequency
of the most rapid body movement of interest, referred to as the Nyquist
criterion (Mallat, 1999; Chen and Bassett Jr, 2005; Halsey et al., 2011;
Graf et al., 2015). A wide range of sampling frequencies have been used
to relate acceleration data to behaviours in terrestrial and aquatic an-
imals, from as low as 1 Hz (Whitney et al., 2007) up to 100 Hz (Broell
et al., 2013; le Roux et al., 2017). When recording at sub-second fre-
quencies (> 1 Hz) in three axes, accelerometers quickly produce mil-
lions of data points, making analysis of acceleration data a time-con-
suming task. This is one of the main challenges when using this
technology for the study of animal behaviour (Shepard et al., 2008b;
Brown et al., 2013).

Machine learning (ML) enables automatic classification of beha-
viours from large, complex acceleration data sets (Griinewalder et al.,
2012; Nathan et al., 2012; Bidder et al., 2014; Ladds et al., 2017; Leos-
Barajas et al., 2017). Supervised learning involves labelling ground-
truthed data, from direct observations (in captivity or the wild), to train
a classification algorithm and predict behaviour from new data (Gao
et al., 2013; Valletta et al., 2017). Recent studies have combined the
strengths of multiple supervised ML techniques to improve classifica-
tion of animal behaviour (Ladds et al., 2017; Brewster et al., 2018).
Despite ML overcoming issues associated with manual analysis of ac-
celeration data for behavioural classification, a crucial problem re-
mains: archival accelerometers record data on an internal memory card.
Both memory storage and battery capacity of most commercially
available devices are quickly exceeded when sampling at frequencies
assumed to be high enough to distinguish fine-scale behaviours (Halsey
et al., 2008). Acceleration data can therefore only be collected for brief
periods (< 1week), giving a limited representation of how animals
respond to environmental conditions. Therefore, the optimal sampling
frequency for the classification of behaviours is a compromise between
acceleration data-resolution and extending temporal resolution by
maximising the available memory and battery capacity. We assume that
high sampling frequencies, which come at a cost, are required in order
to classify behaviours from acceleration data, however this assumption
has not been tested.

The aim of this study was to assess how the choice of sampling
frequency influences the classification of behaviour from accelerometer
data. To achieve this, we used ground-truthed accelerometer data col-
lected from lemon sharks Negaprion brevirostris and presented by
Brewster et al. (2018), to develop a supervised ML algorithm for au-
tomatic classification of the accelerometer data. We evaluated the ef-
fects of sampling frequency on the performance of this algorithm, in
order to identify the optimal sampling frequency as a compromise be-
tween data resolution and the rate of memory and battery consumption.
In addition, we assessed the relative performance of the algorithm for
discrete behaviours, their unique acceleration characteristics, and the
Nyquist criterion.

2. Materials & methods
2.1. Study species and captive trials

Juvenile lemon sharks (Negaprion brevirostris) (n = 4) were captured
using gillnets off South Bimini, Bahamas, and transported to purpose-

built pens for semi-captive trials. Once acclimated to captivity sharks
were tagged with a dorsally mounted Cefas G6a + triaxial
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accelerometers (Cefas Inc., Lowestoft, UK). A consistent and secure
attachment is required, because acceleration amplitude changes with
position (Whitney et al., 2012). Tags were attached to individual sharks
by passing nylon monofilament through two holes, 1.5 mm in diameter,
made in the base of the first dorsal fin with a hypodermic needle, then
looping through corresponding pre-drilled holes in the accelerometer
package. The monofilament was secured on the reverse side of the fin
using stainless steel crimps with two small plastic plates in between. A
medical grade porous orthotic foam was placed between the plates and
the shark's skin to minimise rubbing and damage to the shark's skin
(Brewster et al., 2018). Acceleration data, recorded at 30 Hz, were
validated (ground-truthed) by observing tagged sharks whilst in cap-
tivity. Each second of the observation period was labelled as one of five
behaviours: rest (motionless), swim (steady undulatory motion), burst
(fast-start), chafe (rolling motion), and headshake (side to side move-
ment of head). See Brewster et al., 2018 for capture, transport, hus-
bandry and behavioural ethogram details.

2.2. Data analysis

To determine the optimal sampling frequency for classifying the
behaviours, the ground-truthed, raw acceleration data collected by
Brewster et al. (2018), were re-sampled for each axis, using the ‘re-
sample’ function in IGOR Pro v7.06 (WaveMetrics Inc., Lake Oswego,
Oregon, USA). Data were ‘down-sampled’ using decimation by omis-
sion, whereby every ‘'™ data point of the original 30 Hz data set was
systematically deleted according to the new sampling frequency (Broell
et al., 2013; Sur et al., 2017). For example, when resampling raw 30 Hz
data down to 15 Hz, every other data point was omitted from the ori-
ginal data set using a decimation rate of 2. Resampling by decimation
requires the resampled frequencies to be a factor of the raw sampling
frequency (30 Hz), precluding certain sampling frequencies from ana-
lysis (e.g., 20 Hz and 25 Hz). Alternative resampling functions use a less
systematic combination of both interpolation (up-sampling) and deci-
mation, but such methods reflect estimations, rather than real data, and
are not representative of data that would be produced from a tag with a
lower sampling rate.

Static acceleration, representing body posture in relation to Earth's
gravitational field, and dynamic acceleration, representing body
movement, were separated in all three acceleration axes (X, Y, and Z).
This was executed for each sampling frequency, using a 3-s box
smoother (Shepard et al., 2008a). Overall dynamic body acceleration
(ODBA) was calculated by summing the absolute values of dynamic
acceleration in each axis (Wilson et al., 2006; Shepard et al., 2008a).
Continuous wavelet transformation in Ethographer v2.0 was used to
derive acceleration signal waveform amplitude and frequency of the
dominant cycle (the sway [Z] axis, representing lateral acceleration as a
result of tail-beats) (Sakamoto et al., 2009). Descriptive statistics were
extracted as per Brewster et al. (2018) and used as predictor variables
(n = 44; Table 1). These predictor variables included the static and
dynamic acceleration from each axis and their derivatives, including
ODBA, waveform amplitude and frequency of the dominant cycle for
each sampling frequency. To enable time matching of the ground-
truthed data to observed behaviours recorded on a per-second basis,
these acceleration-derived predictors were calculated for one-second
segments. This procedure was repeated for each sampling frequency to
create a set of predictor variables for each dataset.

2.3. Machine learning classification algorithm

Random forest (RF) is a supervised ML algorithm that has been used
to classify behaviour from acceleration data (Nathan et al., 2012; Wang
et al., 2015; Sur et al., 2017; Walton et al., 2018). For this reason, and
ease of execution, we selected this method to assess the effect of sam-
pling frequency on classifier performance. RF algorithms are an en-
semble classifier whereby multiple unpruned classification or
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Predictor variables extracted from each of the acceleration axes for one second segments, used to train the RF ML algorithm for each sampling frequency.

Predictor Variable Label

Definition

1. Static acceleration
2. Dynamic acceleration

Avg X Static, avg Y Static, avg_Z_Static

Avg X Dynamic, avg_Y_Dynamic,

avg_Z Dynamic

3. Overall Dynamic Body Avg ODBA

Acceleration

4. Standard deviation
sdev_Y_Dynamic, sdev_Z_Dynamic,
sdev_ODBA

5. Minimum
min_Y_Dynamic, min_Z Dynamic, min_ODBA

6. Maximum
max_Y_Dynamic, max_Z Dynamic, max ODBA

7. Kurtosis
kurt_Y_Dynamic, kurt_Z Dynamic, kurt ODBA

8. Skewness
skew_Y_Dynamic, skew_Z_Dynamic, skew_ODBA

9. Cycle Cycle

10. Amplitude Amp

Sdev_X _Static, sdev_Y_Static, sdev_Z Static, sdev_X Dynamic,

Min X Static, min_Y _Static, min_Z Static, min_X Dynamic,
Max X _Static, max_Y_Static, max_Z_Static, max_X_Dynamic,
Kurt_X Static, kurt_Y_Static, kurt_Z_Static, kurt_ X_Dynamic,

Skew_X _Static, skew_Y_Static, skew_Z Static, skew_X_Dynamic,

1 s means for static acceleration representing body posture in each axis
1 s means for dynamic acceleration representing body movement in
each axis

Sum of absolute dynamic body acceleration in each axis

Standard deviation of static and dynamic acceleration in each axis and
ODBA

Minimum per 1 second values for static and dynamic acceleration in
each axis and ODBA

Maximum per 1 second values for static and dynamic acceleration in
each axis and ODBA

Measure of weight of tailedness relative to normal distribution for
static and dynamic acceleration in each axis and ODBA

Measure of asymmetry about mean for static and dynamic acceleration
in each axis and ODBA

Cycle for the dominant frequency obtained through the continuous
wavelet transformation generated spectrogram

Amplitude for the dominant frequency obtained through the
continuous wavelet transformation generated spectrogram.

regression trees are grown (ntree as set by the user). They incorporate
three steps: first, for each tree the data are randomly bootstrapped
(with replacement) so that 63% of the data are used to train the tree;
second, a random subset of predictor variables (mtry) are used to split
the bootstrapped data at each node and the tree is grown to its full
extent; third, the predictions from each tree are aggregated and the
observation is assigned to the class with the majority vote. The data
remaining from the internal bootstrapping are used by the model for
cross-validation to calculate classification errors or Out-Of-Bag (OOB)
errors (Breiman, 2001).

RF classification was conducted using the ‘randomForest’ package in
R version 1.1.383 (Liaw and Wiener, 2002). For each sampling fre-
quency, the predictor variables extracted from the ground-truthed data
were randomly split into training and testing sets while maintaining
class ratios (Ladds et al., 2017; Sur et al., 2017). Seventy per cent of the
data were used for training the RF model, and the classification accu-
racy was cross-validated and tested on the remaining 30% of the data.
Whilst data were randomly allocated to a train or test set, observations
were kept in the same set across sampling frequencies to allow for di-
rect comparison of results. A range of ntree values (number of trees)
were tested (500, 1000 and 1500). Although OOB errors varied, the
range was small so the ntree value resulting in least computational time
was selected for the model (ntree = 1000). The number of predictor
variables at each tree node, mtry, was chosen by using the square root of
the total number of predictor variables (n = 44) (Hastie et al., 2009).

The behavioural classes for this data set were imbalanced, with two
behavioural classes (rest and swim) accounting for > 98% of the
ground-truthed data (majority classes), while burst, headshake, and
chafe behaviours made up < 2% of the data (minority classes). RF
models aim to improve overall classification accuracy by focusing on
the predictive power of the majority class, to the detriment of the ac-
curacy for minority classes (Chen et al., 2004; Ganganwar, 2012).
Suggestions for dealing with imbalanced data sets include assigning
class weights, and random or direct over- or under-sampling methods
(Japkowicz, 2000). Some studies have created completely balanced
data sets where each behaviour is represented by an equal number of
observations (le Roux et al., 2017). However, due to both the nature of
the data set and the functionality of the R package used, these options
were not available for addressing our class imbalance. In this case, a
stratified subset of the training data was incorporated into the RF
model. The majority classes were reduced in frequency to be closer to
the minority class (burst) by a factor of ten. Despite some loss of
training data from the majority classes, this method drastically reduces
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computational time (Chen et al., 2004).
2.4. Evaluating classifier performance

The trained RF model was applied to the unseen test data set (30%)
to produce predictions and evaluate model performance. Evaluation
metrics—accuracy, precision, recall and F; (described below)— were
calculated from a confusion matrix in the ‘caret’ package in R (Kuhn,
2015). In this confusion matrix, rows are actual observed values and
columns are predicted values, represented by true positive (TP), false
positive (FP), and false negative (FN) values (Breiman, 1999, 2001). TP
values occur when the predicted behavioural class has been correctly
identified. Conversely, FP values are those which have been incorrectly
attributed to a behavioural class. FN predictions are observations which
have been incorrectly assigned to a different class. These values were
used to calculate the evaluation metrics as follows (Breiman (2002):

Recall: The proportion of predictions of a behaviour class that are
correctly classified as that behaviour (completeness).

R = TP/(TP + FN) )

Precision: The proportion of correctly classified behaviours from all
predictions (exactness). Precision can be poor if many predictions are
incorrectly assigned to a behavioural class.

P = TP/(TP + FP) )

F;: The harmonic mean of recall and precision with a value of 0-1.
Values near 0 have low classification performance whilst values closest
to 1 have the best classification performance.

F, =2PR/(P + R) 3

Fum (Macro F,): The mean of F; scores for all classes; used to describe
overall classifier performance for each sampling frequency

Fy =M F/M 4)

where M is the number of classes in the classification model.
Accuracy: The overall proportion of behavioural classes predicted
correctly.

(TP + TN)/(TP + TN + FP + FN) 5)

To allow for comparison of classifier performance between each of
the individual behaviour classes, recall, precision and an F; score were
calculated within each RF. Accuracy and the macro F; score (Fy), allow
comparison of overall classifier performance between sampling fre-
quencies, encompassing all behaviour classes. These methods (Fig. 1)
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Repeat for each sampling frequency

Fig. 1. Machine learning workflow for random forest classification of behaviours observed in semi-captive juvenile lemons sharks (N. brevirostris) (n = 4). This
workflow was repeated for each sampling frequency to allow for direct comparison of classifier performance in predicting behaviour from unseen test data between

the six sampling frequencies.

were repeated for each sampling frequency to allow for direct com-
parison in classification performance as sampling frequency was re-
duced from 30 Hz to 1 Hz.

3. Results

Accelerometer data were collected for four lemon sharks during
captive trials (Brewster et al., 2018). From these data sets, over 35,000 s
of data were ground-truthed and labelled as one of five distinct beha-
viours: swim, rest, burst, chafe, and headshake (Brewster et al., 2018).
Swimming and resting behaviours were performed most frequently
(97.57 and 1.23%, Table 2), whilst burst, chafe and headshake beha-
viours were infrequent in comparison (0.13, 0.76 and 0.31% respec-
tively, Table 2).

3.1. Acceleration characteristics and signal aliasing

Upon visual inspection of the acceleration waveform signal output
for the five behaviours observed, bouts of constant amplitude and fre-
quency for dynamic sway acceleration were indicative of swimming
and resting, with higher positive and negative acceleration (g) values
for swimming. Rest behaviour, defined as motionless behaviour, cor-
responded to acceleration values of near-zero. Acceleration waveform
signal amplitude and frequency was greater for chafe, burst and
headshake behaviours than for swimming, with headshaking typically
displaying both higher frequency and amplitude for longer durations
than bursting and chafing (Fig. 2). This visual inspection revealed ob-
vious differences in waveform characteristics for each behaviour;
however, the amplitude and frequency of the waveform signal was
distorted, with behaviours becoming less visually discernible from each
other as sampling frequency was reduced from 30 Hz to 1 Hz (Fig. 2).

3.2. Classifier performance

Regardless of sampling frequency used, overall model accuracy was
high (> 96%). Fy; was highest at 30 Hz, however little decrease in
overall predictive power was observed until sampling frequency was

reduced to below 5 Hz (Fig. 3). Classifier performance for the individual

Table 2

behavioural classes varied (Fig. 4; Table 3).

Swim: The correct classification of events from the swim class was
highest for all sampling frequencies. As sampling frequency decreased,
precision (exactness) remained high (Fig. A), however, recall (com-
pleteness) decreased slightly when sampling frequency was < 5Hz
(Fig. 4B). This was due to swim events being increasingly labelled as
other behaviours (Table 3).

Rest: The model classified rest events with high scores in all per-
formance metrics until sampling frequency was < 5Hz (Fig. 4). Recall
remained high across all sampling frequencies, however precision suf-
fered < 3Hz due to incorrect predictions of rest as swim events
(Table 3).

Chafe: Chafe events were classified with high recall across all
sampling frequencies, however this was at the expense of decreasing
precision (Fig. 4A and B). The model increasingly mislabelled chafe
events as swim events as sampling frequency decreased (Table 3).

Burst: Burst behaviour obtained high precision scores when sam-
pling frequency was =10Hz (Fig. 4A). Precision scores decreased
at < 10 Hz due to the model mistakenly labelling swim events as burst
(Table 3). However, due to incorrect predictions of chafe and head-
shake events from burst behaviours, recall was low for burst events
across all sampling frequencies (Table 3, Fig. 4B).

Headshake: Headshakes achieved the lowest classification perfor-
mance of all behaviour classes, across all sampling frequencies, with the
highest F; score obtained at 30 Hz (Fig. 4C). Model recall was at the
expense of increasingly poor precision (Fig. 4A and B). Decreasing re-
call was due to events from the headshake class incorrectly predicted as
chafe events, whilst low precision was a result of all classes (except rest)
being wrongly labelled as headshakes across all sampling frequencies,
with the most common FP attributed to the swim class (Table 3).

Classification performance for the minority classes (e.g., headshake,
chafe and burst) was lower in all three metrics (precision, recall and F;)
than for the majority classes (swim and rest) (Fig. 4A, B and C). Per-
formance for the minority classes was not significantly improved by
reducing the majority classes compared to using the original im-
balanced training dataset, however, the reduction in computational
time was significant.

Ethogram and percent time spent performing observed behaviours for accelerometer equipped semi-captive juvenile lemon sharks (N. brevirostris) (n = 4) These per-

second observations were used to validate the raw accelerometer data.

Shark ID Behaviour %
Burst % Chafe % Headshake % Rest % Swim % Total

1 4 0.01 139 0.47 57 0.19 82 0.28 29,406 99.05 29,688 82.75

2 10 0.18 83 1.46 14 0.25 315 5.53 5273 92.59 5695 15.87

3 12 4.32 49 17.63 26 9.35 43 15.47 148 53.24 278 0.77

4 22 10.28 0 0.00 16 7.48 0 0.00 176 82.24 214 0.60

Total 48 0.13 271 0.76 113 0.31 440 1.23 35,003 97.57 35,875 100.00
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wnmwn 4 Hz momm 5 Hz ====+ 15 Hz == 30 Hz

Acceleration (g)

Time elapsed (s)

Fig. 2. Example time-series plots for dynamic sway (Z) acceleration for observed behaviours for semi-captive juvenile lemon sharks (N. brevirostris) (n = 4). Raw
acceleration data (30 Hz) were resampled to show the representative change in acceleration waveform signal amplitude and frequency as sampling frequency was
reduced for five observed behaviours (A) swim, (B) rest, (C) chafe, (D) burst and (E) headshake. Note different scales for acceleration (g) to aid visualisation of

behaviours.

4. Discussion

This study aimed to demonstrate how sampling frequency affects
the ability of a machine learning (ML) algorithm to correctly classify
behaviours from accelerometer data. Accuracy was high (> 96%) for
all sampling frequencies, reflecting the effect of an imbalanced data set
due to the nature of RF focusing on the predictive power of the majority
class. For this reason, Fy; was considered the most appropriate overall
evaluation metric to compare sampling frequencies, as this metric
combines F; score for all classes of behaviour to give a single value
describing classifier performance across all behaviour classes.

Our research indicated that sampling frequencies at or above 5Hz
are adequate for the classification of behaviour from similar accel-
erometer data. Overall, classification of lemon shark behaviours from
accelerometer data was best achieved at the highest frequency avail-
able, 30Hz (Fy; > 0.790), which is comparable to results in sheep
(32 Hz; Walton et al.,, 2018). However, evaluation of sampling fre-
quency across all behaviours revealed that this performance did not
decrease substantially if sampling frequencies remained at or above
5 Hz.

4.1. Classifier performance for individual behaviour classes

Although our results suggest that overall classifier performance
decreases as sampling frequency decreases, we found that the effect of
sampling frequency on this performance varied according to individual
behaviour classes. Interpreting classification performance with regard
to distinct behaviour classes reveals that classifier performance is
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inherently dependent upon the complexity of the behaviour to be
classified (McClune et al., 2014). Appropriate sampling frequency is
scale dependent, with regard to body size and the frequency of body
movement of interest (Nyquist criterion). Whilst overall classification
performance decreases as sampling frequency decreases below 5 Hz, the
model classified basic swim and rest behaviours with high performance
at all sampling frequencies (F; > 0.900 above 1 Hz). Successful dif-
ferentiation of active and inactive (resting) behaviours has been
achieved with a range of sampling frequencies, including 25 Hz for
smaller (< 44.2 cm FL) teleost bonefish (Albula vulpes) (Brownscombe
et al., 2014). For larger elasmobranchs (> 1 m) considerably lower
sampling frequencies have enabled successful identification of swim-
ming and resting behaviours from accelerometer data, including 1 Hz
for white tip reef sharks (Triaenodon obesus) (Whitney et al., 2007).

In contrast to the classification of swim and rest behaviours, the RF
model struggled to classify behaviours characterised by faster kine-
matics of movement (higher acceleration frequency and amplitude;
herein referred to as complex behaviours) across the entire range of
sampling frequencies. This trend has been mirrored in previous studies,
where complex flight behaviours for golden eagles (Aquila chrysaetos)
were poorly distinguished using RF classification from accelerometer
data collected at 140 Hz (Sur et al., 2017). Additionally, complex be-
haviours (fast-start and feeding) in great sculpin (Myoxocephalus poly-
acanthoceaphalus) were classified with low overall accuracy (60%) at
sampling frequencies of 20-30 Hz, suggesting that higher sampling
frequencies are required for successful classification of these behaviours
(Broell et al., 2013). Similarly, higher sampling frequencies of 200 Hz
were required for successful identification (F; > 0.7) of feeding
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behaviours in red-spotted groupers (Epinephelus akaara) (Horie et al.,
2017).

There are a number of reasons for the misclassification of complex
lemon shark behaviours that involve faster kinematics. Typically,
swimming in sharks is represented by regular oscillatory patterns in the
sway acceleration waveform signal, with each oscillation representing
0.75 the individual tail-beats contributing to forward propulsion (Gleiss
et al., 2009a; Gleiss et al., 2009b). Any similarities between waveform
signal characteristics may contribute to misclassification (McClune
et al., 2014; Ladds et al., 2017; le Roux et al., 2017; Walton et al.,
2018). For example, although bout-duration varied, complex beha-
viours in juvenile lemon sharks were similarly characterised by high
frequency and amplitude acceleration signals and produce similar per-
second predictor variables. This led to the model's incorrect predictions
of headshake events from all behaviour classes except rest, a behaviour
that does not feature any distinct tail-beat movements and therefore
0.25 bears little resemblance to active behaviours. Misclassification was also
high between behaviours with similar acceleration signal character-
istics in cats (Felis catus) (Watanabe et al., 2005), sheep (Ovis aries) (le
Roux et al., 2017; Walton et al., 2018) and seals (Arctocephalus sp.) and
sea lions (Neophoca cinerea) (Ladds et al., 2017).

Additionally, misclassification can be partially attributed to wave-

1.00

FM Score
o
(3,
o

0.00 form signal aliasing, a distortion effect that causes behaviours to be-
30 15 10 5 3 1 come indistinguishable from each other when sampling frequency is
Sampling Frequency (Hz) decreased beyond the Nyquist frequency (Beutler, 1966; Mallat, 1999;

Broell et al., 2013). Signal aliasi ident for all ob, d beha-
Fig. 3. Overall random forest classification performance for classification of roet et al, ). Signal aliasing was evident for all observed beha

behaviours in juvenile lemon sharks (N. brevirostris) (n = 4). As sampling fre- viours as sampling frequency was redu'ced, though it was mo.St notice-

quency decreases from 30 to 1 Hz, overall classification performance (described able for burst and headshake behaviours, as these behaviours are

by macro averaged F; Score [Fy]) decreases. Performance decreases more characterised by the highest frequency movements. At lower sampling

significantly when sampling frequency is reduced to < 5 Hz. frequencies these behaviours became indiscernible from each other,
causing further misclassification.

Whilst not directly related to the effects of sampling frequency,

B Fig. 4. Random forest performance for classification
of individual behaviours observed from semi-captive
100 100 il il pul - i :-'_ :f}:‘@ trials for juvenile lemon sharks (N. brevirostris)
= = . (n = 4) at different sampling frequencies (30, 15, 10,
L5 s A 5, 3 and 1Hz). For each behaviour class (burst,
g 75 g 75 e o .. ) chafe, headshake, rest, and swim), performance is
g 3 . < described by three metrics: (A) Precision, (B) Recall
pd p - and (C) F, Score (as described in text). Performance
.g 50 g varied for each behavioural class, with swim (open
3 i 50 squares) and rest (crosses) classes achieving higher
= = classification scores in all metrics than chafe (trian-
§ 25 § gles), burst (black circles) and headshake (black
o o squares) behaviour classes.
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Table 3
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Confusion matrix of random forest model generated predictions from the test set of ground-truthed data for each sampling frequency. Rows indicate actual behaviour
observations and columns represent model predicted behaviours. Bold values show observations correctly classified by the model (True Positives; TP).

Predicted Behaviour

Sampling Frequency Class Burst Chafe Headshake Rest Swim
Actual Behaviour 30Hz Burst 7 3 4 0 0
Chafe 0 77 2 0 2
Headshake 0 7 27 0 0
Rest 0 0 129 3
Swim 0 14 34 11 10442
15Hz Burst 7 4 0 0
Chafe 0 76 2 0 3
Headshake 0 8 26 0 0
Rest 0 0 130 2
Swim 1] 14 43 11 10433
10Hz Burst 7 3 0 1
Chafe 0 76 2 0 3
Headshake 0 9 24 0 1
Rest 0 0 132 0
Swim 0 14 43 11 10433
5Hz Burst 8 1 0 1
Chafe 0 76 2 0 3
Headshake 0 10 23 0 1
Rest 0 0 0 132 0
Swim 2 17 47 10 10425
3Hz Burst 7 4 1 0 2
Chafe 1 78 0 0 2
Headshake 0 5 24 0 5
Rest 0 0 0 131 1
Swim 10 26 36 20 10409
1Hz Burst 3 5 3 0 3
Chafe 0 67 1 0 13
Headshake 3 2 26 0 3
Rest 0 0 0 126 6
Swim 50 90 65 143 10153

misclassification can also be linked to the rarity of burst and headshake
events for training and testing the RF model (Shamoune-Baranes et al.,
2012; Brown et al., 2013). While little loss of overall predictive power
was observed when classifying behaviours in pumas (Puma concolor)
until sampling frequency was reduced to below 8 Hz, classification of
feeding and grooming behaviours was less effective, with small class
size recognised as the main reason for misclassification (Wang et al.,
2015). Although class size imbalance was managed in this study by
selectively down-sampling the majority behaviour classes, there were
still a limited number of observations for the rare behaviour classes for
training and testing the model. Therefore, the effect of just one mis-
labelled data point has a larger effect on the evaluation metrics for
these behaviour classes than for the classes which contain many thou-
sands of observations (e.g., swim). The small class sizes for these be-
haviours were a direct result of the logistical difficulties associated with
obtaining data for infrequent behaviours from captive lemon sharks
(Brewster et al. (2018).

Misclassification may be also attributed to inter-individual varia-
bility within observed behaviours (Walker et al., 2015). High variability
was demonstrated for swimming in captive lemon sharks by Gleiss et al.
(2009a), where tail-beat frequency ranged from 0.4-1.2Hz and tail-
beat acceleration amplitude ranged from 0.002-0.16 g. Although these
kinematic values for each behaviour were not directly assessed in this
study, this variation is presumably larger for behaviours such as burst
or headshaking that involve more complex kinematics. Whilst this
variability was incorporated into the training set for the majority
classes (e.g., swim), any extreme variability for the minority classes
(burst and headshake) may have a larger effect, causing further mis-
classification of rare behaviours.

4.2. Recommendations and implications

The ability to remotely classify behaviours and study activity levels
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related to foraging behaviour could have a positive impact on future
conservation and management strategies for many species. Although
misclassification of the fine-scale behaviours related to foraging (i.e.,
headshaking; Brewster et al., 2018) was disappointing given their
ecological importance, our objective here was simply to demonstrate
the effects of reducing sampling frequency on classification. There are
several approaches that might improve the classification of such be-
haviours. Poor precision in the headshake class may have masked
meaningful results that may have been better detected by using a dif-
ferent classification model, limiting application of the RF model at any
sampling frequency to wild data. The ensemble classifier (composed of
a weighted combination of multiple base classification models) devel-
oped from this data set by Brewster et al. (2018) would improve the
classification of these behaviours across all sampling frequencies. For
future studies, there are a number of methodological improvements
that could be incorporated to improve classification of complex beha-
viours. More captive trials may increase the number of observations for
rare events (Wang et al, 2015). Alternatively, grouping under-
represented behaviours together within the model may improve their
classification (Jeantet et al., 2018), however this may narrow ecological
insight. Classification may also be improved by using a different study
species that better proportions behaviours; lemon sharks are ec-
totherms, therefore feed rarely compared to smaller endotherms.
Additionally, classification performance can be attributed to com-
plex interactions between predictor variables (Liaw and Wiener, 2002),
and shark behaviours may be identified by features of acceleration data
besides the changes in dynamic acceleration corresponding to tail-
beats. For example, mating in nurse sharks was characterised in part by
changes in body orientation, represented by static acceleration in the
pitch and sway axes (Whitney et al., 2010). Therefore, changes in body
orientation, including the rolling body movements displayed by juve-
nile lemon sharks during chafe events, may be better described by in-
corporating data collected from additional movement sensors, such as
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gyroscopes and magnetometers (Noda et al., 2012; Noda et al., 2013;
Kawabata et al., 2014; Noda et al., 2014; Williams et al., 2015; Williams
et al., 2017). Increasing the number of predictor variables by including
metrics related to the individual shark and environmental factors may
also improve both model complexity and classification of fine-scale
behaviours (Huynh et al., 2007; Nathan et al., 2012; Brownscombe
et al., 2014).

While classification was poor for chafe, burst and headshake be-
haviours, there was no significant decrease in classifier performance for
these behaviours until sampling frequency was < 5 Hz. Therefore, for
best determination of both basic and fine-scale fast movement beha-
viours in animals of similar size and kinematics, accelerometers should
be programmed at a sampling frequency of 5Hz. These findings have
major positive implications for the practical aspects of future studies
classifying behaviours from accelerometer data. Programming accel-
erometer devices at the lowest frequency possible could drastically re-
duce the rate at which the available memory and battery capacity of
devices is consumed. For this study, the total available memory capa-
city of the data logger used was 56 MB, and maximum recording
duration at 30 Hz was =5days. Based on our recommendation to
programme devices with a sampling frequency of 5 Hz, study durations
using this device could last as long as 30 days (depending on digital
storage programming e.g., number of bits) without sacrificing classifi-
cation performance (see Supplementary Material, Fig. S1). With regards
to reducing device battery consumption, there can be a trade-off be-
tween improving classification performance and extending device bat-
tery life. Battery life was halved when sampling frequencies were in-
creased from 16Hz to 32Hz for human activity (Khan et al., 2016), yet
the same increase in sampling frequency only achieved a 5% increase in
classification accuracy in sheep (Walton et al., 2018). The minimal
improvement in classifier performance at higher sampling frequencies
is therefore not worth the increased battery consumption, further de-
monstrating the logistical benefits of programming devices with 5 Hz.

5. Conclusion

This study demonstrates how sampling frequency influences beha-
vioural classification of accelerometer data, enabling future refinements
in the programming of accelerometer devices for classification in ani-
mals of similar size and kinematics of movement. Sampling frequencies
as low as 5Hz are suitable for classifying behaviours in addition to
dramatically reducing demand on archival device memory and battery.
The benefits of lengthening study duration include extending insight to
ecologically meaningful time scales (e.g., tidal, lunar), reduced study
costs and tagging fewer animals.
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